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* Warm-up

*Use the given computer output:
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* Using the mean and Cl, calculate the Margin of Error
* Using ME and t*, calculate the Standard Error
* Using df — calculate n

Check Homework

*Quiz
*2 Sample CI
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Objectives

* Content Objective: I will use the t-
distribution to compare means of
different samples.

* Social Objective: I will listen and not

cause distractions for myself or others.

* Language Objective: I will take clear
notes that I can understand when I
refer to them later.
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Question — how many shoes do you own?




Sometimes we want to compare two means...
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C omparing Two Means

. 295 |—
* Once we have examined the o

side-by-side boxplots, we can
turn to the comparison of two 210
means.

* Comparing two means is not
very different from comparing
two proportions.

195 —

Duration (min)
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* This time the parameter of
interest is the difference 1

between the two means, 1, — 1,  1®
Brand Name  Generic




Co mparing Two Means

* Because we are working with means
and estimating the standard error of
their difference using the data, we
shouldn’t be surprised that the
sampling model is a Student’s t.

 The confidence interval we build is called |
a two-sample finterval (for the \
difference in means). )F(

* The corresponding hypothesis test is
called a two-sample £test.
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Assumptions and Conditions

* Independence Assumption (Each
condition needs to be checked for
both groups.):

Randomization Condition: Were the o
data collected with suitable T and
randomization (representative CIINS 41

random samples or a randomized
experiment)?

10% Condition: We don’t usually
check this condition for differences
of means. We will check it for means
only if we have a very small
population or an extremely large
sample.

conditions



Assumptions and Conditions

Normal Population Assumption
Nearly Normal Condition:

Independent Groups Assumption




Formulas

Remember that, for independent random quantities,
variances add.

We still don’t know the
true standard
deviations of the two
groups, so we need to
estimate and use the
standard error

y)
Sq

SE(y1—y2) =




Two-Sample t-Interval

When the conditions are met, we are ready to find the confidence
interval for the difference between means of two independent groups,

1~ fo-

The confidence interval is (71 o 72 ) T t;c x SE ( yl - 72 )

where the standard error of the difference of the means is

R S
SE(yl_yZ):an +n2
1 2

The critical value t* ;; depends on the particular confidence level, C, that
you specify and on the number of degrees of freedom, which we get
from the sample sizes and a special formula.
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Deg rees af Freedom

* The special formula for the degrees of freedom
for our t critical value is a bear:
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e Because of this, we will let technology calculate
degrees of freedom for us!
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