
Tuesday, March 12, 2019
•Warm-up
•Using either the calculator or the 
table, find the critical z (z*) for each of 
the following confidence levels.

•75%
•80%
•98%

•More About Inference with means
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Content Objectives: I will begin to 
work with t-values.

Social Objective: I will listen to 
others and participate in the class 
activity.

Language Objective: I will take clear 
notes that I will be able to refer to.
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Getting Started

Now that we know how to create 
confidence intervals and test 

hypotheses about proportions, it’d 
be nice to be able to do the same 

for means.
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Just as we did before, we will base 
both our confidence interval and our 

hypothesis test on the sampling 
distribution model.



 SD y
n




Slide 23 - 5

The Central Limit Theorem told us 

that the sampling distribution 

model for means is Normal with 

mean μ and standard deviation 



All we need is a 
random sample of 

quantitative data.
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And the true 

population 

standard 

deviation, σ.

Well, that’s a 

problem…
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• Proportions have a link between the 
proportion value and the standard 
deviation of  the sample proportion. 

• This is not the case with means—
knowing the sample mean tells us 
nothing about ( )SD y
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 
s

SE y
n


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• We’ll do the best we can: estimate 
the population parameter σ with 
the sample statistic s.

• Our resulting standard error is 



• We now have extra variation in 
our standard error from s, the 
sample standard deviation. 
• We need to allow for the extra 

variation so that it does not mess up 
the margin of error and P-value, 
especially for a small sample. 
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Also called student’s t-models, 
they are unimodal, symmetric, and 
bell shaped, just like the Normal. 

But t-models with only a few 
degrees of freedom have much 

fatter tails than the Normal. 
(That’s what makes the margin of 

error bigger.)
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Your confidence intervals 
will be just a bit wider and 

your P-values just a bit 
larger than they were 

with the Normal model.
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When Gosset
corrected the 
model for the 
extra 
uncertainty, 
the margin of 
error got 
bigger.

By using the t-model, you’ve compensated for 
the extra variability in precisely the right way.



• When the conditions are met, we are ready to find the confidence 
interval for the population mean, μ. 

• The confidence interval is

where the standard error of the mean is

• The critical value     depends on the particular confidence level, C, 
that you specify and on the number of degrees of freedom, n – 1, 
which we get from the sample size. 

 1ny t SE y

 
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One-sample t-interval for the mean
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Independence 
Assumption:

Independence 
Assumption. 

The data values 
should be 

independent.

Slide 23 - 17



Independence Assumption:

Randomization Condition: The data arise from a 
random sample or suitably randomized 

experiment. Randomly sampled data 
(particularly from an SRS) are ideal.
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Independence Assumption:

10% Condition: When a sample is 
drawn without replacement, the 
sample should be no more than 

10% of the population.
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:
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The smaller the sample size (n < 15 or so), the more 
closely the data should follow a Normal model. 

For moderate sample sizes (n between 15 and 40 or 
so), the t works well as long as the data are unimodal 

and reasonably symmetric. 

Slide 23 - 21

For larger sample sizes, 
the t methods are safe 
to use unless the data 
are extremely skewed.



Practice Problem
Hallux abducto valgus (call it HAV) is a deformation of the big toe that is fairly 
uncommon in youth and often requires surgery.  Doctors used X-rays to measure the 
angle (in degrees) of deformity in a random sample of patients under the age of 21 
who came to a medical center for surgery to correct HAV.  The angle is a measure of 
the seriousness of the deformity.  For these 21 patients, the mean HAV angle was 
24.76 degrees and the standard deviation was 6.34 degrees.  A dotplot of the data 
revealed no outliers or strong skewness.

Construct and interpret a 90% confidence interval for the mean HAV angle in the 
population of all patients.



• Remember that interpretation of your confidence interval 
is key. 

• What NOT to say:
• “90% of all the vehicles on Triphammer Road drive at a speed 

between 29.5 and 32.5 mph.”

• The confidence interval is about the mean
not the individual values.

• “We are 90% confident that a randomly selected vehicle will have 
a speed between 29.5 and 32.5 mph.”

•Again, the confidence interval is about 
the mean not the individual values.
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• What NOT to say:
• “The mean speed of the vehicles is 31.0 mph 90% of the time.”

• The true mean does not vary—it’s the 
confidence interval that would be different 
had we gotten a different sample.

• “90% of all samples will have mean speeds between 29.5 and 32.5 
mph.”

• The interval we calculate does not set a 
standard for every other interval—it is no 
more (or less) likely to be correct than any 
other interval.
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• DO SAY:

• “90% of intervals 
that could be found 
in this way would 
cover the true 
value.”
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• Or make it more personal and say, “I am 90% 
confident that the true mean is between 29.5 
and 32.5 mph.”



Homework

•Page 556 (13, 14)
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